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Abstract. We adopt the group velocity approach to the issue of tunneling time in two configurations of
magnetic barrier structures, which are arranged with identical or unidentical building blocks. The effects
of an external electric field are also taken into account. The tunneling time in magnetic barrier structures
is found to be strongly dependent on the magnetic configuration, the applied bias, the incident energy as
well as the longitudinal wave vector. The results indicate that for electrons with equal energy but different
incident angles, the tunneling processes are significantly separated in time within the same magnetic barrier
structure. In the configuration arranged with unidentical building blocks, there exists obvious asymmetry
of tunneling time in two opposite tunneling directions. Such a discrepancy of the tunneling time varies
distinctly with the longitudinal wave vector and the applied bias.

PACS. 73.40.Gk Tunneling — 75.75.+a Magnetic properties of nanostructures — 73.23.-b Electronic

transport in mesoscopic systems

1 Introduction

Recently there has been an increasing interest in the trans-
port properties of a two-dimensional electron gas (2DEG)
subjected to perpendicular inhomogeneous magnetic fields
on a nanometer scale [1-12]. Such magnetic fields can be
patterned experimentally in the desired shape by means of
deliberately shaping or curving the 2DEG [2], or covering
the heterostructures with stripes of ferromagnetic or su-
perconducting materials [3,4]. Theoretically, studies have
indicated many intriguing phenomena caused by nonuni-
form magnetic fields, such as commensurability effects [5]
and magnetic edge states [6]. Proposed and realized mag-
netic structures include magnetic dots, antidots, steps,
wells, barriers, wires, rings, periodic and quasiperiodic su-
perlattices. These quantum structures greatly extend the
field of low dimensional quantum systems. Among them,
the magnetic-barrier (MB) tunneling structure proposed
by Matulis et al. [7], has been investigated widely [7-11]
because of the novelty and potential applications as mag-
netic field sensors, magnetic memory elements, and nano-
magnetometers [8]. The quantum transport through a MB
structure is a 2D process in nature and possesses the wave
vector filtering properties [7,8,11].

With the advance on miniaturizing tunneling semicon-
ductor devices, the time aspect of tunneling process has
been the focus of much research in the last decade. Apart
from its intrinsic quantum mechanics interest, the signif-
icance of tunneling time comes from the requirement of
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understanding the tunneling dynamics in high-speed de-
vices [13-29]. Therefore, even for a simple single-barrier
structure, the tunneling time has been studied extensively
by various theoretical approaches, such as phase-delay
method [13], dwell time approach [14], Larmor Clock time
and its generalizations [15], and wave packets evolvement
method [16,17]. In double-barrier heterostructures, many
effects on the tunneling time were examined, which in-
clude position-dependent effective mass [18], spin-orbit
coupling [19], and structural asymmetry [20,21]. In a
finite superlattice, the superlattice-tunneling-time limit
was observed experimentally [22] and confirmed theoreti-
cally [23]. Recently, in semimagnetic semiconductor multi-
layers Guo et al. found obvious spin separation features in
time [24]. Up to now, although there exists a great deal of
published literature on the tunneling time, how to define a
physical tunneling time is still the subject of much contro-
versy. The reason is that time is not an operator in quan-
tum mechanics [17]. The time characteristics introduced
in the above-mentioned methods really describe different
aspects of electron dynamics and can be extracted from
corresponding optical or transport experiments.

How long does an electron tunnel through a magnetic-
modulated quantum structure? This question is much of
importance both from a theoretical and from a practical
point of view. To the best of our knowledge, there is no
work dealing with it. In the present paper, we explore
characteristics of the tunneling time in MB structures,
which consist of two identical (or unidentical) magnetic
barriers and magnetic wells. The results indicated that
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the tunneling time exhibits remarkable dependence on the
longitudinal wave vector as well as the applied bias. In MB
structures arranged with unidentical building blocks, the
discrepancy of tunneling time between opposite tunneling
directions is examined.

2 Method

The system considered here is a 2DEG in the presence
of a perpendicular magnetic field (parallel to z direction)
and an external electric field F (along the z direction).
The magnetic field is homogeneous in the y direction and
varies along the z axis. The MB quantum structure we
investigate is composed of two building blocks A and B
separated by a zero magnetic-filed region with width I,
each of which includes one magnetic barrier with height B;
and width d;, one magnetic well with depth —B; and width
d; (i=1, 2). The rectangular magnetic-field profile can be
viewed as the limit of a small distance between the 2DEG
and the ferromagnetic thin film [12].

Within the effective-mass approximation such a system
is described by the Hamiltonian

1 5 eVux
H= o (Pt eAy)? - S5 1)
where m* is the effective mass of the electron, P is the
momentum operator, e is the proton’s charge, A; = (0,
Ai(z), 0) is the vector potential given in the Landau
gauge, and V, = FL (L = 2dy + 2dz + 1) is the ap-
plied bias. Using the cyclotron frequency w. = eBgy/m*
and the magnetic length I = y/h/eBy, we express all
quantities in dimensionless units, for example, the co-
ordinate R — IR, the energy F — hw.E, the time
7 — w tr. Taking m*= 0.067 mg (myg is the free electron
mass) for the GaAs 2DEG and an estimated magnetic field
By =0.1T, we have I3 = 813 A, fw, = 0.17 meV [7], and
w,l = 3.81 x 107!2 5. The total wave function can be
written as ®(z,y) = e*vYW(z), where ¥(x) satisfies the
reduced one-dimensional Schrédinger equation

142w
—EE-FUeﬁ(I,ky,Va)Q/:EW. (2)
Note that the effective potential Ueg (z, ky, V) = 3[ky +
A;j(z)]? — €% depends on the longitudinal wave vec-
tor k,, the applied bias V, as well as the profile of the
local magnetic field. In equation (1) we neglect the Zee-
man term g*pupB;(x)o,/2 [30], where g* is the effective
g-factor (in GaAs 2DEG ¢g* = 0.44), up the Bohr magne-
ton, o, = +1/ — 1 for electrons with up/down spin. The
reason is that the absolute value of such a term is much
smaller than that of other terms in Uy (the ratio between
them is about g*m* /2my = 0.015).

We consider the situation that electrons tunnel
through the MB structure from the left (x < 0) to the right
(x > L). The wave functions in the left and right region
can be written as Wy (z) = [exp(ikpz) + rexp(—ikrz)]/s,
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LPR(I) =
transmission amplitudes, k;, = \/2[E — Ueg(—oc)] and
kr = \/2[E — Uy (+00)] are the wave vectors of incident
(reflection) and transmission waves, respectively. In the
present paper, we adopt the group velocity approach [25]
to evaluate the tunneling time. From the semiclassical
point of view, the group velocity vy(x) can be defined as
the ratio between the averaged current probability density
J [J = Im(¥*4L), in units of mle] and the probability
density |#|* of the particle. Note that .J is conserved dur-
ing the tunneling process and thus position-independent.
As aresult, we have J = kpr. Further, the tunneling time is

exp(ikgx). Here, r, s are the reflection and

L L

T:/dx/vg(ac) :/dx|W|2/J- (3)

0 0

This intuitive definition, although apparently based on a
semiclassical interpretation, has been shown to be equiv-
alent to the Bohm tunneling time [17]. Numerical sim-
ulations on this definition indicated the agreement with
experimental results [26].

Introducing five dimensionless variables y; = ReW,
yo = Im¥, y3 = (1/kp)dy1/dz, ya = (1/kgr)dyz/dz,

L

ys = [da’ (y? + y3), one can obtain the following first-
T

order ordinary differential equations (ODEs)

% =kr ys, % =2(Uegr — E) y1/kr,

L~ i) @
with initial value

(Y1, Y2,Y3,Y4,Y5) |z=2—=(1,0,0,1,0). (5)

We integrate the ODEs (4), (5) to get the vector (y1, ya,
Y3, Y4, Ys)|w=o+ by using of Gear’s stiff method [31]. The
tunneling time 7 and transmission amplitude s (thus the

. . 2
transmission coefficient ’Z—f |s|®) can be evaluated by

T =ys5(0+)/kr (6)

and

s=2/ { [(y1(0+)+2—fy4(0+)] +i {y2(0+) - Z—fy3(0+):| } :
(7)

In deriving equations (5, 7), the continuity of wavefunc-

tion ¥ and its derivative % is used.

3 Results and discussion

We evaluate the tunneling time of a conduction elec-
tron traversing two different configurations of magnetic-
modulated structures based on a GaAs 2DEG. One is
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Fig. 1. The tunneling time for electrons traversing a “sym-
metric” MB structure at several incident angles under zero
and two applied biases. The structure depicted in the inset of
panel (nl) is composed of two identical blocks A (B; = 0.1 T
and di = 1) separated by a zero magnetic-field region with
width [ = 3. The left and right panels correspond to 6 > 0 and
0 < 0, respectively. V, =0, 0.5, 1.0.

an arrangement with two identical building blocks A, the
other is composed of two different blocks A (By = 0.1 T,
dy =1) and B (B =0.3 T, d2 = 1). In both cases, there
exists a zero magnetic-field region with width (=3 within
two building blocks. For convenience the structures are
labeled with “symmetric” or “asymmetric” according to
the symmetry of the corresponding vector potential.

In Figure 1 the “symmetric” structure is studied. The
tunneling time is plot as a function of the electronic energy
at several incident angles and under the applied biases
V., = 0,0.5,1.0. Here the incident angle is relative to the
z direction [# = sin"!(k,/v2E)] and the bias is given in
units of fuww./e. The left and right panels correspond to the
case of k, > 0 and k, < 0, respectively. One remarkable
fact is that for electrons traversing the considered struc-
ture with different incident angles, the distinction of the
tunneling time can approach several orders of magnitude.
Therefore, electrons incident at different angles will spend
quite different time through the same structure, and are
separated in time if they begin tunneling simultaneously.
In the case of normal incidence (§ = 0) and under zero
bias, the tunneling time decays essentially with the inci-
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dent energy. If instead of oblique crossing with 8 > 0, as
shown in Figure 1(p1), the curve displays weak oscillations
and has several kinks (local minima), which shift towards
high-energy region with # increasing. When electrons are
incident at a negative 6, however, the kink appears only
at large ||, see Figure 1(nl). At each negative 6, when
the incident energy is lower than some value the tunnel-
ing time is shorter than the counterpart of # = 0. Such
a variation is in contrast to the case of positive § where
the tunneling time always prolongs significantly with 6 in-
creasing. Under a finite bias, the discrepancy of tunneling
time is lessened for electrons with different negative inci-
dent angles. Whereas in the case of 8 > 0, the difference
is still obvious. Moreover, one can observe the crossing
between the curves for different positive incident angles
[see Fig. 1(p3)], which is not seen in the absence of an
applied bias. With the bias increasing, the tunneling time
is drastically shortened and the kinks move towards the
low-energy region.

All features described above reflect the structure of
the effective potential to some extent. For the “symmet-
ric” MB structure under zero bias, the corresponding pro-
file of U,y seen by electrons with k, > 0 is a symmet-
ric electric double-barrier structure and the middle region
with B = 0 acts as a quantum well. The barriers go up
monotonously as k, increases. In general, a larger inci-
dent energy will shorten the tunneling time since it means
a larger initial velocity. This is true in the case of normal
incidence where the height of barriers is invariant with
the incident energy, but is not suitable for the case of a
certain positive angle. The reason is that for & > 0 the
barriers are also rising with the energy increasing due to
the augment of corresponding k, (recalling the relation

ky = V2E sin ). Usually, the higher the barriers are, the
longer the Bohm tunneling time is. The interplay of these
two factors leads to the appearance of kinks. For &k, < 0
the effective potential is multiple wells in which the trans-
mission is through states above quantum wells [7]. So the
tunneling time for a negative § may be shorter than that
of # = 0 in some energy region. With |k, | increasing, the
effective potential exhibits complex variation and the wells
become deeper. Instead of the obstacle effect of the bar-
riers, the factor leading to the prolonging of the tunnel-
ing time is now the binding of wells on electrons. In the
presence of an external electric field, the electrons are ac-
celerated and the tunneling time is thus shortened signifi-
cantly. In addition, the symmetry of the effective potential
is greatly changed by the applied bias [24], which results
in rich electric-field-dependent behaviors of the tunneling
time.

Figure 2 shows the variation of tunneling time with
the incident energy for electrons traversing the “asym-
metric” structure at zero and several positive incident
angles. In this case the effective potential behaves like
an asymmetric electric double-barrier structure where the
asymmetry is introduced by the height difference between
two building blocks. The left panels correspond to the
left-to-right direction of tunneling, while the right ones
refer to the right-to-left tunneling which is equivalent to
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Fig. 2. The tunneling time for electrons traversing an “asym-
metric” MB structure at zero and several positive incident an-
gles under zero and two applied biases. The structure depicted
in the inset of panel (pl) is composed of a block A (B;=0.1 T
and di= 1)and a block B (B2=0.3 T and d2= 1) separated by
a zero magnetic-field region with width {=3. The left and right
panels correspond to left-to-right and right-to-left tunneling
direction, respectively. Note that the right-to-left tunneling is
equivalent to the left-to-right tunneling through the structure
depicted in the inset of panel (nl). V,=0, 0.5, 1.0.

the left-to-right tunneling through the structure depicted
in the inset of Figure 2(nl). One can see pronounced dif-
ference of the tunneling time between these two situations.
Several features are summarized here. (1) The left-to-right
tunneling time 7;_,, is usually much greater than the cor-
responding 7,._;. This fact can be understogd from the

definition of the Bohm tunneling time [r = [dz W% kg

with ¥ |,—= 1, see Eq. (3)]. For the left—to—oright tunnel-
ing through an asymmetric double-barrier structure, if the
right barrier is higher, the module of the wave function
decays more rapidly to the final value 1. Therefore, the
probability of finding the particle in the tunneling struc-
ture is larger, which leads to longer tunneling time. (2) At
zero bias, 7;_,, oscillates weakly with the incident energy,
which is very similar to that in the “symmetric” struc-
ture. The right-to-left tunneling time 7,_,;, however, dis-
plays strong oscillations and several sharp dips. In general,
the tunneling time has relative minima at the value of inci-
dent energy where the transmission coefficient has relative
maxima [20]. The reason is that at resonance the particle
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Fig. 3. The tunneling time for electrons traversing the struc-
ture as that examined in Figure 2 at zero and several negative
incident angles under zero and two applied biases. The left
and right panels correspond to left-to-right and right-to-left
tunneling, respectively. V,=0, 0.5, 1.0.

has maximal probability to appear within the tunneling
region. With the bias increasing, the oscillation of 7,_,; is
suppressed and the dips become shallower. (3) For 7,_,;,
even at zero bias there exists notable crossing between
the curves for different incident angles. In the case of left-
to-right tunneling, the crossing is not obvious and only
occurs between large incident angles under some biases.
This indicates that either with or without the influence of
an applied bias, electrons with different positive incident
angles during tunneling from the left to right will be more
separated in the time scale than the right-to-left case.

As a complement of Figure 2, Figure 3 presents the
case of # < 0. Comparing with the case in the “sym-
metric” structure, one can see that the tunneling time
in the “asymmetric” structure exhibits apparent decay-
ing with the incident energy. Note that with |0| increas-
ing, both 7;_,, and 7,_,; are usually shortened and greatly
lower than the tunneling time of the normal incidence,
which is opposite to the counterpart in the “symmet-
ric” structure. The exception of the observation happens
at large incident energy where the crossing phenomenon
appears, or at large |f| and under zero bias where the
tunneling time may be greater than that of § = 0. At
negative 6 with large absolute value (for example —75°),
there are one or several incident energies for which the
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tunneling time has no difference between both directions.
Accordingly, the geometric asymmetric structure becomes
a symmetric one with respective to the tunneling time. For
positive 6 no such transition occurs and the structure is
completely asymmetric regarding the tunneling time.

Finally, we would like to point out that although our
consideration of the rectangular magnetic-barrier struc-
tures gives only a qualitative picture, nevertheless the time
characteristics mentioned above should be present in the
more realistic cases with barriers of smooth shape. Indeed
these features do not depend on the actual shape of the
magnetic-barrier but only on the presence of the barrier
in the effective potential U (x, ky, Vo). In addition, as we
have stated, up to now how to define a physical time is
still in controversy. Different definitions of the tunneling
time reflect different aspects of electron dynamics, thus
give rather different results even for a single electric bar-
rier. Among them the Bohm tunneling time is shown to be
in good agreement with some experiments (see Ref. [26]).
Therefore, our work is expected to give meaningful results
and can reflect one aspect of dynamical behaviors in the
considered structure.

4 Conclusions

In summary, we present a feasible numerical method for
tunneling time calculation in magnetic barrier structures
based on the group velocity concept. The results reveal
pronounced separation in time among the tunneling pro-
cesses for electrons with different longitudinal wave vec-
tor. At a positive incident angle, the tunneling time differs
significantly from that at a negative one with the same
absolute value. The distinction embodies not only in the
order of magnitude, but also in the variation with inci-
dent energy and with the bias. In the structure arranged
with identical magnetic barriers and wells, an applied bias
will reduce the degree of separation in time. For electrons
tunneling through the structure composed of two different
building blocks, the typical feature is that the tunneling
time is related to the direction of the incoming electrons.
The discrepancy for opposite directions in the time scale
shows complex variation with the incident energy and de-
pends strongly on the incident angles as well as the exter-
nal electric field.

This work was supported by the National Natural Science
Foundation of China (Grant No. 10004006) and by the
National Key Project of Basic Research Development Plan
(Grant No. G2000067107).
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